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Introduction

The FuturSkills Project (2024-1-PT01-KA210-VET-000244102) is co-funded by
European Union under the Erasmus+ Programme and focuses on equipping VET
providers, educators, and professionals with the knowledge and skills required to thrive
in the age of Atrtificial Intelligence (Al). The rapid advancement of Al is transforming
industries, reshaping labor markets, and creating new opportunities, making it essential
for young people and professionals to gain digital competencies that match the evolving

needs of the economy.

The EU-wide standardized Al curriculum for VET providers is a document developed by
the consortium of the Futurskills project, that presents the summary, highlights, and
structure of the educational content on Artificial Intelligence for VET learners. It aims to
strengthen digital skills, foster innovation, and build stronger links between education

and industry.
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Module 1 — Introduction to Al

Summary

This module introduces participants to the fundamentals of Artificial Intelligence,

exploring essential concepts, practical applications, and ethical implications. The focus

is to develop a solid understanding of how Al works, where it is applied, and how it

influences processes, decisions, and strategies within organizations. Al History. It serves

as the foundation for more advanced modules.

Objectives

Provide a clear understanding of what Al is, its types, and its limitations.
Enable participants to understand and use essential Al terminology.

Raise awareness of opportunities and risks associated with Al in professional

contexts.

Build fundamental knowledge for future modules focused on practical

applications

Understand the Al history

Time Allocation

Theoretical fundamentals: 2h
Demonstrations and practical examples: 2h
Discussions and case studies: 1h

Practical and reflective activities: 1-2h

General Learning Outcomes

By the end of this module, participants will be able to:

Clearly explain what Al is, how it works, and why it matters.
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o Identify different uses of Al
o Critically analyze the role of Al in personal and professional contexts.

o Make more informed decisions regarding the responsible and strategic use of Al.

Specific Learning Outcomes
Participants should be able to:

o Distinguish between symbolic Al, machine learning, deep learning, and

generative models.
o |dentify real-world Al examples in daily life and workplace environments.
e Recognize limitations of Al
e Apply basic principles of prompt design for more effective interactions.

o Connect Al concepts to real problems that can be solved with technology.

Methodology

The module employs a combination of teaching methods designed to balance theory,
practice, and critical reflection. Short, focused lectures are used to present foundational
concepts, ensuring participants gain a clear understanding of key ideas. Practical
demonstrations with Al tools allow learners to see these concepts in action and explore
real-world applications. Guided discussions based on case studies encourage critical
thinking and collaborative analysis, while reflective activities prompt participants to
consider the social and professional implications of Al. Small, hands-on challenges give

learners the opportunity to interpret Al outputs and interact directly with the technology.

Assessment
e Short quizzes to verify comprehension.
e Analysis of a simple case study highlighting opportunities and risks of Al.
e Practical activity using basic prompt design and reflecting on results.

e A short report or mini-presentation answering:
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“How can Al support my professional context?”

Background

Artificial Intelligence has evolved from early symbolic and rule-based systems to today’s
advanced machine learning, deep learning, and generative models, transforming it from
a research topic into a force shaping industries and society. Al Literacy is essential for
understanding its capabilities and limitations, enabling responsible use, effective
collaboration, and critical evaluation of Al's impact. Al affects society, work, and
education by powering digital services, automating tasks, and supporting personalized
learning, while raising ethical and equity considerations. The current Al landscape, with
generative models, multimodal systems, and autonomous agents, continues to evolve
rapidly, emphasizing the importance of understanding trends, regulation, and human-Al

collaboration for effective adoption and innovation.

Content 1.1 - Al Historic Evolution

Public concern about the power of intelligent machines is far older than most assume.
As early as the 1860, sparked in part by Darwin’s theory of evolution, scientists and
writers began debating the possibility of self-reproducing and evolving machines. Figures
such as Lord Kelvin, Samuel Butler, Mark Twain, and Edward Bellamy explored themes
that remain relevant today: the displacement of labor, societal disruption, the future of

human creativity, and the broader role of science in shaping society (Brandao, 2025).

Although today’s discussions on Al tend to focus on recent technological breakthroughs,
these debates belong to a much longer historical continuum. Early reflections on
machine evolution anticipated current questions about machine intelligence, ethics, and
the future of work (Brandao, 2025).

Despite Al’s promise across sectors, implementation remains difficult. A 2023 McKinsey
survey shows that only 15% of companies have scaled Al effectively beyond pilot
projects, hindered by data silos, outdated infrastructure, talent shortages, and regulatory
pressures, challenges that differ across industries such as healthcare, finance, and

manufacturing. This combination of deep historical concern and persistent practical
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barriers highlights the need for thoughtful, future-oriented Al education and workforce

preparation (Brandao, 2025).

The timeline could be the following:
1940s-1950s — Foundations
1960s—-1980s — Symbolic Al
1980s—-1990s — Machine Learning Era
2000s—2010s — Deep Learning Revolution
2020s — Generative Al & Foundation Models

Today — Rapid Expansion

Do you know?

Long before today’s robots, apps, and intelligent machines, people were already
worried about Al, over 160 years ago. Inspired by Darwin’s theory of evolution,
scientists and writers in the 1860s were debating whether machines could one day

reproduce, evolve, and even surpass human creativity.

So the big questions we ask today: Will Al replace jobs? How will it reshape society?
Aren’t new at all. They’re part of a much longer story... and now you are living in the

chapter where these ideas are becoming real.

Content 1.2 - Essential Al terminology.

There is a wide range of terminology associated with the subject of artificial intelligence
that can be addressed with trainees. Depending on their initial level of knowledge,

trainers can adapt accordingly. Here are some examples:

Avrtificial Intelligence (Al):

Al is the broad field of creating systems that can perform tasks that typically require
human intelligence. These tasks include reasoning, learning, problem-solving,
understanding language, and recognizing patterns. Al is about making machines “smart”

in a general sense.
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Machine Learning (ML):

ML is a subset of Al that focuses on algorithms that allow computers to learn from data
and improve performance over time without being explicitly programmed. For example,
a recommendation system or image recognition software “learns” patterns from data to

make predictions or decisions.
Automation:

Automation refers to the use of technology to perform repetitive or rule-based tasks
without human intervention. It doesn’t necessarily involve intelligence or learning, think
of assembly line robots, automated payroll systems, or email filters. Some automation
can incorporate Al to handle more complex, adaptive tasks, but not all automated

systems are “intelligent.”

ARTIFICIAL
INTELLIGENCE

MACHINE

LEARNING

AUTOMATION

Fig. 1.1 Representative diagram of the relationship between the concepts of Al, machine learning and

automation
Prompt

A prompt is the input (usually text, but sometimes images, audio, or other data) that you

give to an Al model to tell it what to do or what kind of output you want.

More concretely, a prompt can be a question, a command, a description, or a set of
instructions that guides the model’s response, such as “summarize this article,” “write an
email,” or “explain photosynthesis to a 10-year-old.” In modern generative Al (like
chatbots and image generators), prompts are the main way humans communicate intent,
and the clarity and detail of the prompt strongly affect how accurate and useful the Al’s

output is

Generative artificial intelligence
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Generative artificial intelligence is a class of computational models that learn statistical
patterns from large datasets and leverage these learned representations to
autonomously produce novel content, such as text, images, audio, code, or other data
forms, that is not explicitly contained in the training data but is consistent with its structure

and style.

Do you know!
Write three prompts for ChatGPT.follow the formula:

Role + Task + Topic + Audience + Format + Constraints

Content 1.3 Al in actual society

Al has rapidly integrated into daily life through tools like Siri, Alexa, and other intelligent
assistants, and it now supports tasks in areas such as HR, finance, technical support,
programming, translation, and creative work. Organizations are increasingly using Al to
boost productivity. 74% of companies report gaining a competitive advantage, rising to
79% among Al leaders (Brandao, 2025).

Advanced systems like IBM Watson and Salesforce Einstein analyze large datasets,
make predictions, and suggest actions, such as identifying potential customers or
displaying targeted ads. Al is also automating administrative and design tasks: legal tools
draft contracts, financial systems detect fraud, and design algorithms create product
ideas based on data (Brandao, 2025).

These capabilities reflect Al's growing “superhuman” efficiency, driving excitement about
innovation but also raising concerns about job displacement. Al is widely viewed as
ushering in a new technological revolution with both significant benefits and risks
(Brandao, 2025).

Sub-Content 1.3.1 Societal Impacts of Al

The rapid deployment of Al systems is expected to have profound societal impacts. Al
can introduce errors and unintended consequences on a larger scale than traditional
systems and enable new use cases that challenge democratic institutions and social

structures, such as social media algorithms and Al in finance. The societal context, how
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people, organizations, and institutions interact with Al, is crucial for understanding its

influence, including ethical considerations and public responses. (Brandao, 2025).

The rise of large language models and generative Al, capable of producing text and
images and engaging in conversation, has led to restrictions by social networks, health
authorities, and educational institutions. These developments highlight the urgent need

to consider societal implications and potential policy responses. (Brandao, 2025).

Al also has the potential to shift human decision-making. As systems handle increasingly
complex tasks, there is a risk of over-reliance on Al, potentially reducing independent
judgment, reflection on values, and long-term thinking. Concerns include diminished
social interactions, such as social isolation seen in some online platforms, and increased
human-to-machine interactions in areas like healthcare and service robotics. Overall, Al
presents both transformative opportunities and significant societal challenges. (Brandao,
2025).

See the video and discuss!
Does Al make better decisions than humans? Thinking Ethics of Al

https://www.youtube.com/watch?v=2E7I1hdjHsg

Sub-Content 1.3.2 Job Displacement and Al

The rapid advancement of Al has raised concerns about potential worker displacement,
but evidence suggests these fears may be overstated. Studies analyzing job ads from
2012 to 2019 show that most occupations experienced job growth, with no clear link
between Al exposure and job losses. Al adoption may instead boost productivity,

indirectly supporting employment (Brandao, 2025).

Generative Al tools, like ChatGPT, demonstrate how Al can enhance professional skills
by explaining concepts, simulating behaviors, and producing content across media. The
widespread use of Al and smart technologies has shifted public perception: Al is now
seen less as a tool for full automation and more as an enhancer of human cognition and

interaction (Brandao, 2025).

The evolving “smart economy” is characterized by disintermediation—where individual

users feel uniquely empowered—and by a distinction between “smart” machines, which
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augment human cognition and social connection, and “stupid” machines, which handle
physical production, service delivery, and data processing. This reflects a broader shift
from a rational, predictable economy toward a more dynamic, user-centric, and

emotionally influenced economic environment (Brandao, 2025).

Sub-Content 1.3.3 Privacy and Ethical Concerns in Al

Al has the potential to significantly improve the design and deployment of
intelligent systems, including applications in technology-assisted care, data
management, and safety assurance. However, its use also raises complex ethical
and privacy concerns. When Al systems make decisions that were previously
handled by humans, individuals may have limited ability to understand or
challenge those decisions. Responsibility for outcomes can be distributed across
multiple parties, making it difficult to pinpoint accountability. Additionally, Al can
operate on opaque data inputs or evolve in unpredictable ways, and algorithms
trained on data may embed biases or value-laden assumptions that challenge
existing moral standards. Addressing these issues requires active engagement
from researchers and institutions to critically assess the ethical impacts of Al and
communicate both its risks and benefits. When applied thoughtfully, Al has the
potential to enhance education, empower marginalized communities, and support

individuals in a variety of daily challenges.

Content 1.4 Applications, Opportunities and Limitations of Al in education

In terms of applications, Al can support more personalized learning pathways, intelligent
tutoring systems, and adaptive assessments that use data to adjust teaching and provide
targeted feedback, helping education systems improve equity and quality. Al tools can
also assist with administrative tasks, language translation, accessibility for learners with
disabilities, and the analysis of large educational datasets to inform policy and school

management.URL1

Opportunities include the potential to address major challenges in education, such as

expanding access to quality learning resources, supporting inclusive and equitable

FUTURSKILLS Educational Curriculum 2025 | 11



RER Co-funded by Futur
BRI the European Union Skills

education, and accelerating progress toward Sustainable Development Goal 4, provided
Al is developed and used in a human-centred way. Al can help reduce learning gaps,
foster innovative pedagogies, and create new forms of collaboration and knowledge
creation if teachers and learners are empowered to shape how Al is designed and
governed.URL2

However, UNESCO underlines several limitations and risks, including the danger of
widening digital divides where infrastructure and connectivity are weak, and reinforcing
existing inequalities if only some countries, schools, or languages are represented in Al
systems. There are also concerns about data protection, surveillance, bias, lack of
transparency, and the possible erosion of human agency and core intellectual skills.
URL2, URL3

Learn more with the video!
Bridging education gaps & safeguarding students in the age of Al
https://www.youtube.com/watch?v=okhv\Wda 4YI

References

Brandao, P. R. (2025). The Impact of Artificial Intelligence on Modern Society. Al, 6(8),
190. https://doi.org/10.3390/ai6080190

URLA1: Artificial intelligence in education: challenges and opportunities for sustainable
development, in 20/11/2025, https://unesdoc.unesco.org/ark:/48223/pf0000366994

URL2 Artificial intelligence in education, 20/11/2025, https://www.unesco.org/en/digital-

education/artificial-intelligence

URL3 https://efvet.org/unesco-digital-learning-week-2025-artificial-intelligence-ai-in-

education/
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Module 2 - Understanding Al in Education: Everyday

Applications, and Educational Impact

Summary

Module 2 presents a curated overview of the most relevant Al tools and applications for
vocational and educational students, emphasizing their potential to enhance hands-on
skill development, improve learning outcomes, and strengthen the alignment between
education and labor-market needs. The benefits of Al in vocational education are
highlighted. Al enables personalized and inclusive learning, adapting to individual learner
needs through intelligent tutoring systems, adaptive platforms, and accessibility tools. It
also supports practical skills acquisition via simulations, virtual labs, and automated
curriculum design, bridging the gap between classroom instruction and workplace
requirements. Additionally, Al increases institutional efficiency by automating routine
tasks, allowing educators to focus on mentoring, complex problem-solving, and high-

value pedagogical activities (Melo-Lépez et al., 2025; URLS5).

The limitations of Al in VET. Ethical, fairness, and equity challenges arise when
automated systems influence admissions, assessments, or monitoring, with risks of
algorithmic bias, lack of transparency, and privacy concerns. Many institutions are
unprepared to meet EU Al Act requirements for traceability and human oversight.
Pedagogically, Al cannot replace critical human skills such as creativity, critical thinking,
and experiential learning, and overreliance on automated solutions may narrow training
to purely technical competencies, weakening learners’ capacity to engage critically with

technology and evolving labor-market demands (URL5).

Objectives

e Ensure learners understand the introdutory uses of Al tools, including its

applications, benefits, and limitations in vocational and educational contexts.
e Understand the level of knowledge of the learners using Al.

e Equip students to use bases of Al tools.
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Time Allocation

This is a introductory module that will use 4 hours.

General Learning Outcomes

e Learners will understand the fundamental concepts of Al tools and applications

relevant to vocational and educational contexts.

o Learners will be able to recognize the benefits and limitations of Al integration in

vocational education and training

e Learners will develop the capacity to critically evaluate the ethical, pedagogical,

and operational implications of Al in vocational education and training

Specific Learning Outcomes

o Identify at least five Al tools or applications that support personalized learning,

practical skills acquisition
e Analyze potential risks of Al Tools

e Evaluate scenarios in which overreliance on Al may compromise the
development of critical human skills such as creativity, critical thinking, and

experiential learning.

Methodology

The first step is to understand learners’ backgrounds, digital literacy levels, so, is
suggested to develop surveys that assess their familiarity with Al tools. It can be
combined with discussions about labor-market needs to contextualize the practical
applications of Al in their specific fields. After the learners receive short, instructor-led
lectures introducing key Al concepts. Guided demonstrations showcase selected Al
tools, such as adaptive learning platforms, virtual labs, and Al design applications like
Canva Al. Hands-on practice sessions then allow learners to explore these tools in small
groups. Quizzes on Al tools and concepts, practical assignments creating Al-supported

learning and assessment activities
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Assessment
e include short quizzes,
e classroom discussions,
e Practical exercises

e Case-study analyses

Background

Artificial Intelligence is rapidly transforming the skills landscape, reshaping how people
learn, work, and interact with technology. For vocational and educational students, who
are preparing to enter highly dynamic, technology-driven sectors, the ability to
understand and use Al has become an essential competence rather than an optional
advantage. In line with the European Skills Agenda and the Digital Education Action Plan,
VET institutions are increasingly integrating Al tools to support more flexible, inclusive,

and industry-aligned learning pathways. (URL1; URL2).

Across Europe and globally, Al is enhancing teaching, expanding learning opportunities,
and supporting the development of technical and transversal skills. From adaptive
learning platforms that personalize instruction to simulation tools that allow students to
practice complex procedures safely, Al is reshaping vocational education by connecting
learning with real workplace scenarios. These technologies also help learners develop
digital confidence, improve employability, and engage in continuous upskilling, which are

the key components of future-ready professions (URL3; URL4)

Whether supporting robotics, design, healthcare, engineering, or business studies, these
Al applications help VET learners gain the competencies required to thrive in an Al-
enabled future and empower teachers to create more engaging, efficient, and equitable

learning environments.

Contents N° 2.1 Top Al Tools & Applications for Vocational and Educational
Students

This section presents an Introduction of the most relevant Al applications for VET and

educational settings. Each tool or application was selected based on its potential to

FUTURSKILLS Educational Curriculum 2025 | 15



Co-funded by

REM the European Union

Futur
Skills

support hands-on skill development, improve learning outcomes, and strengthen the

connection between education and labor-market needs. Authoritative references from

UNESCO, the European Commission, provide a reliable foundation for understanding

how Al can be used responsibly and effectively in vocational education.

Table 2.1. Al Tools and Applications for VET

Purpose / Function

Use in VET

Examples

Virtual Labs &

Technical Simulations

Practice mechanical engineering,
chemistry, robotics, and health
safe

tasks in digital

environments.

Labster

Al-Driven

Learning Tools

Language

Al-Driven Language Learning

Tools

Duolingo Al, Deepl
UNESCO (2021b);

Al for Accessibility | Supports students with dyslexia, | Microsoft

(Inclusion in | hearing impairments, or | Immersive Reader,

Education) language barriers. Google Live
Caption

Al-Powered Portfolio | Students create professional | Canva Al, Notion

& Evidence-of- | portfolios demonstrating practical | Al

Competence Builders | competencies.

Al-Based Career | Recommends career paths, skills | HelloWorld Al

Guidance Tools to  develop, and  course | Career Coach

suggestions.

(EU); Futurefit Al.
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Generative Al Graphic  design,  marketing, [ ChatGPT

communication, product design.

Al-Enhanced Coding | Helps IT, software development, | GitHub Copilot,
& Technical Training | or cybersecurity VET students.

Tools

Assessment/ exercice

Learners use Canva Al to generate a visual infographic summarizing a technical
process from their VET field. They refine the Al-generated design by adjusting
accuracy, terminology, and layout. Finally, they present the infographic to peers,

explaining how Al supported their understanding of the procedure.

Contents 2.2 Benefits and Limitations of Al in VET
Sub-Content 2.2.1 Benefits of Al in VET

Al remarkably enhances personalization and inclusivity in vocational education by
adapting to each learner’s pace, background, and needs. Through intelligent tutoring
systems, adaptive learning platforms, and Al-powered accessibility tools, students
receive tailored support, whether they need extra time on a topic, personalized feedback,
or assistive features for disabilities or language barriers. Research shows that such Al-
driven environments improve engagement, learning outcomes, and inclusion, especially

in diverse vocational contexts (Melo-Lopez, at al, 2025).

Beyond theory, Al supports practical skills training and alignment with labor-market
demands, making VET more relevant and responsive. Al-enabled simulations, virtual
labs, and automated curriculum-design tools help students practise real-world
procedures in a safe, resource-efficient way. This bridges the gap between classroom
learning and actual workplace requirements, accelerating skill acquisition and ensuring

that training stays current as industries evolve.
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Finally, Al integration in vocational education increases efficiency and frees up educators’
capacity for high-value teaching. By automating routine tasks (like assessments,
grading, or scheduling), Al lets instructors focus on mentoring, complex problem-solving,
and personalized support instead of administrative overhead. This contributes to better
use of human resources while enhancing the quality and consistency of training delivery
(URLS).

Sub-Content 2.2.2 Limitation of Al in VET

Additionally, there are several ethical, fairness, and equity challenges associated with
incorporating Al into vocational training. Automated systems for admissions,
assessment, or monitoring, classified as “high-risk” under European Al legislation, raise
concerns about transparency, algorithmic bias, data protection, and learners’ rights. The
EU Al Act itself requires traceability and human oversight when Al influences important
educational decisions, yet many institutions are still unprepared to meet these standards.
Without these safeguards, the use of Al may undermine equity and trust in the training
system. (URL5)

Finally, Al, especially tools based on language models or automation, has deep
pedagogical limitations: it could not replace essential human skills in vocational
education, such as critical thinking, creativity, adaptation to practical contexts, and
experiential learning. Overemphasis on automated solutions can lead to narrowly
technical training without the reflective or ethical dimension necessary, weakening

learners’ ability to engage critically with technology and labor market transformations.

Let’s Discover/ Assessment

Students will work in pairs to create a short presentation using Al Tool. After completing
their projects, each pair will present their work and reflect on the advantages they
experienced, such as speed and creativity enhancement, as well as the limitations,
including Al errors, lack of nuance, or generic outputs. Finally, the class will engage in
a guided discussion to critically analyze how Al can support creativity while highlighting

ethical and practical considerations in its use.
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Module 3 — Ethics, Inclusion, and Responsibility in Artificial

Intelligence

Summary

This chapter provides a broad and articulated overview of the ethical foundations of
artificial intelligence (Al), exploring its social implications, risks, opportunities, and
responsibilities. Key topics include algorithmic bias, digital inclusion, fairness,
transparency, data protection, accountability, and the impact of Al on education, labour,

governance, and society.

The chapter aims to equip learners with both conceptual and practical tools to design,
evaluate, and use Al systems responsibly and in alignment with human rights and

societal values.

Objectives

¢ Understand the fundamental ethical principles of Al.

¢ Identify and assess algorithmic bias and discriminatory patterns.

¢ Analyse the impact of Al in educational, social, and professional contexts.

¢ Understand major regulatory frameworks (GDPR, UNESCO Al Ethics, EU Al Act).

¢ Promote a culture of responsible, inclusive, and human-centred innovation.

Time Allocation

Total duration: 15 hours (5 sessions x 3 hours), combining lectures, case analysis,

simulations, collaborative work and applied activities.

General Learning Outcomes

Participants will develop a critical and informed perspective on the ethical and social
impact of Al, recognise risks and opportunities, and apply principles of fairness,

transparency and accountability in their professional contexts.
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Specific Learning Outcomes

e Conduct ethical assessments of real Al systems. ¢ Identify data bias and
algorithmic unfairness.

o Apply tools and techniques to mitigate algorithmic discrimination.

o Evaluate Al-based technologies in educational and social settings.

¢ Integrate ethical principles into policy development and governance strategies.

Methodology

The chapter adopts a blended and interactive methodology combining lectures, guided
discussions, case studies (e.g., recruiting, credit scoring, predictive student analytics),

cooperative learning, scenario analysis, policy simulations, and project-based learning.

The approach connects theory and practice, fostering critical thinking and active

involvement.

Assessment

e Short quizzes

e Practical exercises

e Case-study analyses

o Ethical role-playing activities

e Simulated decision-making scenarios

e Final assessment based on real-world application of ethical principles

Background

Artificial intelligence is profoundly reshaping society, influencing education, labour
markets, public administration, healthcare, communication, and democratic participation.
Its benefits are many: automation, personalization, accessibility, but so are the risks:
algorithmic discrimination, pervasive surveillance, erosion of privacy, opacity of

automated decisions, and reduced human oversight.
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Developing and using Al responsibly requires a clear ethical framework grounded in

human dignity, fairness, transparency, and accountability.

Content 3.1 — Ethical Foundations of Artificial Intelligence

Al ethics addresses values such as human dignity, social justice, autonomy, beneficence,
accountability, and transparency. Understanding these principles is essential to prevent
systemic harms and ensure that Al systems contribute to individual and collective well-

being.

Table 3.1 — Core Ethical Values in Al

Value Description
Dignity Respect for the intrinsic value of every human being.
Justice Fairness and impartial treatment.
Beneficence Promotion of individual and societal well-being.
Responsability Clarity regarding technical, legal, and organisational

responsibilities

Autonomy Ensuring individuals retain meaningful decision-making power.

Transparency Clear and understandable access to system logic and decisions

Sub-content 3.1.1 — Principles of Trustworthy Al

According to the European Commission, trustworthy Al must comply with seven key
requirements: human agency and oversight, technical robustness, privacy and data

governance, transparency, fairness, societal well-being, and accountability.

These principles ensure that Al remains safe, lawful and ethically aligned throughout its
lifecycle. (EU Commission 2020).

Sub-Sub-content 3.1.2 — Transparency and Explainability

Transparency means understanding how an Al system makes decisions, what data it

uses, its limitations and its risks.
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Explainability focuses on making complex models interpretable using tools such as LIME
(Local Interpretable Model-agnostic Explanations), SHAP (Shapley Additive

exPlanations) or feature-attribution methods (Ribeiro, 2016).

Sub-content No 3.1.3 — Case Studies in Applied Ethics
Real-world cases demonstrate how Al can amplify inequalities:
e Recruiting algorithms that penalise women and minority groups.
o Credit-scoring systems that reproduce socio-economic bias.

o Predictive learning analytics that categorise students inaccurately or unfairly
(O’Neil, 2016).

Assessment/ Quiz Time!

Question: Why do some recruitment algorithms become discriminatory?

Answer: Because they learn from historical data containing pre-existing bias.

Content 3.2 — Algorithmic Bias and Discrimination

Algorithmic bias arises from unrepresentative, incomplete or skewed training datasets,

misaligned optimisation processes, or inappropriate deployment of models.

Understanding and mitigating bias is essential to ensure fairness and prevent structural
discrimination (Mehrabi, 2021).

Content 3.3 — Al Ethics in Education and Society

Al is transforming education through personalised learning, predictive analytics,

automated grading and adaptive platforms.

However, these developments also raise concerns related to:
e surveillance,
o profiling,
o reinforcement of inequalities,
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e limited student autonomy.

Balancing innovation with rights protection is fundamental for ethical educational Al
systems (UNESCO, 2021).

Let’s Discover/ See the video!

* Watch a video on Al-driven personalised learning.
»  Group discussion: What benefits and risks emerge for vulnerable learners?

» Final presentation: Ethical recommendations for responsible classroom use.

Content 3.4 — Data Ethics: Protection, Consent, Transparency
Ethical data management requires strict adherence to principles such as:

« privacy and confidentiality,

« data minimisation,

» security and risk prevention,
* informed consent,

» transparency of collection and processing,
In line with GDPR and UNESCO Al Ethics guidelines (2021).

Responsible data governance is essential to maintain trust and protect individuals from

harm.

Content 3.5 — Building an Ethical Culture of Innovation
An ethical innovation ecosystem relies on:

o Ethical Impact Assessments,

e periodic audits,

e codes of conduct,

e continuous monitoring of risks,

e capacity-building and lifelong learning,

e participatory governance involving multiple stakeholders.
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Building such a culture supports responsible, safe and sustainable Al adoption in both

educational and organisational settings.
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Module 4 — Regulation and Law of Artificial Intelligence (Al &

Law)

Summary

This chapter provides a comprehensive overview of the European regulatory framework
governing Artificial Intelligence. It explains how the Al Act (Regulation EU 2024/1689),
together with the GDPR, the Digital Services Act (DSA), the Digital Markets Act (DMA),
the Data Governance Act and the Data Act, forms the most advanced global governance

architecture for trustworthy and human-centredAl.

The chapter focuses on obligations for public institutions, educators, trainers, and
organisations using Al, with a particular emphasis on high-risk systems in education,
recruitment, and public services. Learners will analyse risk-based regulation, compliance

mechanisms, enforcement structures, and emerging legal challenges.

Objectives

* Understand the EU legal and ethical approach to Al regulation.

* Analyse the risk-based classification of Al systems and related obligations.

» |dentify compliance duties for providers, developers, and professional users.
» Examine supervision, enforcement structures, and sanction mechanisms.

* Develop institutional strategies aligned with EU and national regulatory

models.

Time Allocation
Total recommended duration: 15 hours (5 sessions x 3 hours)

* Unit 1 — EU Regulatory Framework (3h)

* Unit 2 — The Al Act (3h)

* Unit 3 — Complementary Digital Regulations (3h)
* Unit 4 — Governance and Sanctions (3h)

* Unit 5 — Future Perspectives and Scenario Simulation (3h)
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General Learning Outcomes

Participants will be able to interpret the principles of EU Al law and apply them within
educational, managerial and institutional contexts. They will understand risk categories,
compliance processes and governance requirements, and evaluate the readiness of

organisations to adopt Al responsibly.

Specific Learning Outcomes
Participants will:

» Explain the structure, goals and scope of the Al Act.

» Conduct basic conformity and risk assessments (Al DPIA).

» Identify supervisory authorities and their competencies.

» Draft compliance checklists for high-risk educational Al systems.

* Design institutional policies for lawful and transparent Al use.

Methodology

The module uses a mixed pedagogical approach combining lectures, guided
discussions, case studies, and project-based learning. Concept maps and regulatory
flowcharts support visual understanding of the legal ecosystem. Applied workshops
simulate compliance audits, while collaborative learning fosters reflection on

accountability, institutional governance and human oversight.

Assessment

Formative assessment includes quizzes, structured discussions and peer analysis of
ethical-legal dilemmas. Summative assessment consists of a written assignment in
which participants design a compliance strategy for Al use within an educational or
training institution. Continuous feedback enhances the ability to apply legal reasoning

and evaluate institutional governance challenges.
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Background

Artificial Intelligence is transforming how individuals learn, work and interact with
institutions. The rapid deployment of Al systems has increased concerns over safety,

discrimination, transparency and fundamental rights.

To address these issues, the European Union has built the world’s first comprehensive
legal framework for Al. The Al Act (Regulation EU 2024/1689) establishes common rules
for system development, deployment and oversight, ensuring a balance between
innovation, human oversight and ethical accountability. Understanding this framework is
essential for educators, administrators and public sector professionals (European
Commission, 2024; UNESCO, 2021).

Content 4.1 — The European Regulatory Framework and the Al Act

The European Union’s regulatory model is horizontal and cross-sectoral. The Al Act
introduces a risk-based approach, categorising systems into: unacceptable, high, limited

and minimal risk.

High-risk systems, such as those used in education, healthcare, public administration,
critical infrastructure or employment, are subject to stringent requirements, including
documentation, risk management, human oversight, quality datasets, cybersecurity and

transparency.

Unacceptable-risk systems (e.g., social scoring, manipulative techniques) are banned

entirely.

Table 4.1 — Al Risk Categories and Legal Implications

Risk Level Description Legal Implications
Unacceptable Manipulative, exploitative or social -
. Prohibited
scoring systems
High Education, employment, public | Mandatory compliance, Al
services, healthcare DPIA, documentation,
oversight
Limited Chatbots, emotion recognition Transparency obligations
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Minimal Basic analytics, office automation Voluntary codes and best

practices

Sub-contents 4.1.1 — Obligations and Compliance Mechanisms
High-risk Al systems must undergo strict compliance processes before deployment.

Providers must ensure risk management, high-quality datasets, robustness and
cybersecurity.

Developers must maintain documentation, logs, testing procedures and explainability.

Professional users must operate systems responsibly, monitor performance, report

incidents and avoid misuse.

Sub-Sub contents 4.1.2 — The Al DPIA (Fundamental Rights Impact
Assessment)

Organisations deploying high-risk Al must carry out a DPIA to evaluate potential impacts
on fundamental rights, privacy, discrimination, health, and fairness.
The DPIA informs governance measures, mitigation strategies, accountability lines, and

human oversight mechanisms.

Table 4.2 — Example of Al DPIA Checklist

Content Description

Purpose Define system purpose, context and user categories
Risks Identify ethical, social, operational and data-related risks
Mitigation Plan measures to reduce bias, opacity and vulnerabilities
Oversight Establish accountability, audit cycles and human oversight
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Assessment / Quiz Time!

deploying a high-risk Al system.

Q2. What is the primary goal of an Al DPIA?

Answer: To identify and mitigate potential impacts on fundamental rights before

Contents 4.2 - Complementary EU Digital Regulations

The Al Act forms part of a broader EU digital legal ecosystem, which includes:

+ GDPR - lawful processing, data minimisation, consent

+ ePrivacy Regulation — confidentiality of electronic communications

 DSA/DMA - platform transparency and competition

+ Data Governance Act — trusted data sharing

« Data Act — fair access and portability

» Copyright Directive — protection of digital content

Figure 4.1 — Interconnection of EU Digital Regulations
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Figure 4.2 — The EU Digital Regulatory Ecosystem
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Do you know?
The EU Al Act applies extraterritorially: companies outside the EU must comply if their

Al systems are used within the EU market.

Contents 4.3 — Governance, Sanctions and Future Perspectives

Al governance relies on a multilayer institutional structure:
+ European Commission — general oversight and implementation
» European Al Office — coordination, enforcement consistency, guidance
* National Al Authorities — supervision, audits and incident reporting

* Organizations — internal governance, compliance, monitoring

High-risk Al is subject to continuous monitoring and periodic audits.
Non-compliance may result in fines up to €35 million or 7% of global turnover.
Future challenges include:

* regulating generative Al

* ensuring sustainability of Al systems
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+ developing new professional profiles (Al compliance officers, auditors)

+ strengthening cross-border cooperation

Let’s Discover! — Suggested Activity
* Analyse an Al-based educational tool
» Identify its risk category under the Al Act
» Draft a compliance checklist

* Propose mitigation and oversight strategies
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Module 5 — How Al Works: The Basics

Summary

This module introduces learners to the core mechanisms behind Atrtificial Intelligence

systems: data, algorithms, and machine learning. Through simplified explanations,

analogies, practical examples, simulations, and hands-on activities, learners discover

how Al “learns,” makes decisions, and occasionally fails. The module explains concepts

such as supervised learning, unsupervised learning, reinforcement learning, and

generative Al in accessible language. By understanding these mechanisms, participants

can critically evaluate Al outputs and recognize their impact on personal, social, and

professional contexts.

Objectives

Introduce foundational Al concepts: data, algorithms, and machine learning.
Explain the role of data quantity, quality, and diversity in Al performance.
llustrate how algorithms transform information into decisions or predictions.
Demonstrate how machine learning models improve through iterative exposure.
Build learners’ confidence in interpreting Al decisions and outputs.

Strengthen critical thinking around Al limitations, errors, biases, and ethical
issues.

Provide learners with the ability to link Al mechanisms to real-life applications and

societal challenges.

Time Allocation

Theory and key concepts: 1.5 hours
Demonstrations and examples: 1.5 hours
Hands-on simulations and group activities: 1-1.5 hours

Guided discussion, reflection, and mini-case analysis: 45 minutes
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General Learning Outcomes

Learners will:

Understand how Al systems process data and generate outputs.

Recognize simple algorithmic structures and their real-world applications.
Explain the basic logic of machine learning using accessible language.

Identify common reasons Al makes mistakes or produces biased results.
Connect Al mechanisms to widely used tools in daily life and professional
contexts.

Develop critical awareness of ethical, social, and practical implications of Al use.

Specific Learning Outcomes

By the end of the module, participants will be able to:

Define and classify different types of data (structured, unstructured, semi-
structured, and multimodal).

Explain step-by-step how algorithms operate using clear analogies.

Build and test simple rule-based decision systems (IF-THEN rules).

Simulate the operation of a machine learning model using group exercises.
Evaluate Al outputs critically by examining patterns, biases, data sources, and
assumptions.

Identify Al systems and their uses in home, school, workplace, healthcare,
transportation, and public services.

Discuss ethical issues such as data privacy, algorithmic fairness, transparency,

and accountability.

Methodology

The module employs a combination of teaching methods designed to balance theory,

practice, and critical reflection. Short, focused lectures introduce essential concepts

using real-life examples. Demonstrations of Al tools, such as image classifiers, sentiment

analysis platforms, and text predictors, allow learners to observe Al in action. Hands-on

group simulations, such as role-playing as a “learning algorithm,” provide participants

with a tangible understanding of how Al models process examples and adapt over time.
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Worked examples and case studies illustrate Al decision-making in practice, with a focus
on sectors such as finance, healthcare, and education. Reflective prompts and group
discussions encourage learners to connect Al mechanisms to personal experience while
considering societal and ethical implications. Mini-assessments embedded in activities

help instructors monitor understanding.

Assessment

¢ Short quizzes on data, algorithms, and machine learning concepts.

o Group activity: create a simple classification or ranking system and test edge
cases.

o Reflection question: “What does it mean for a machine to ‘learn,’ and what factors
influence its decisions?”

e Observation of participation in algorithm and machine learning simulations.

o Optional: analysis of a daily Al system and reflection on its limitations and

potential biases.

Background

Modern Al systems are built on three interdependent pillars: data, algorithms, and
machine learning. Data is the raw material Al uses to learn patterns and make
predictions. Structured data includes databases and spreadsheets, unstructured data
encompasses text, images, and video, and semi-structured data is found in formats such
as JSON or XML. Multimodal data, which combines text, audio, and images, is
increasingly important in advanced Al applications. High-quality, diverse, and
representative data is essential for reducing bias, improving accuracy, and ensuring fair
outcomes. Algorithms act as step-by-step processes that transform data into decisions
or predictions. Common types include decision trees, linear regression, clustering
algorithms, and neural networks, which are inspired by the human brain and capable of
complex pattern recognition. Machine learning allows systems to improve through
experience, adjusting outputs based on feedback and new data. These three
components form the foundation for most Al applications used in industry, education,

healthcare, and daily life.
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Content N° 5.1 — What Is Data and How Al Uses It

Data is the foundation of Al in education. It allows systems to provide personalized
learning, adaptive assessments, and informed decision-making. In education, data
comes from multiple sources, such as student performance, learning platforms,
classroom interactions, and assignments. Al uses this data to identify patterns, predict

outcomes, and tailor learning experiences to individual needs (Luckin et al., 2016) .

Before Al can use data effectively, it must be collected, cleaned, and organized. Poor
data quality can lead to inaccurate recommendations, misinterpretations of student

progress, or biased outcomes (Luckin et al., 2016).

Types of Data

o Structured data: Organized data such as grades, attendance records, and test

scores. Useful for tracking performance and predicting student outcomes
(Siemens & Long, 2011).

e Unstructured data: Text-based data like essays, discussion posts, and feedback.

Al can analyze these with natural language processing to understand

comprehension and engagement (Siemens & Long, 2011).

o Semi-structured data: Data that has some structure but not fully organized, such

as survey responses, logs from learning platforms, and clickstream activity
(Siemens & Long, 2011).

e Multimodal data: Combines multiple types, like video recordings with text-based

assignments or sensor data from educational devices. Multimodal Al provides a

richer understanding of student learning (Siemens & Long, 2011).

Sub-Content 5.1.1 Applications in Education

o Adaptive Learning Platforms: Use structured and semi-structured data to adjust

lessons and provide personalized learning paths (Luckin et al., 2016).

o Intelligent Tutoring Systems: Analyze student responses and provide instant

feedback to guide learning (Luckin et al., 2016).
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o Early Warning Systems: Monitor attendance, grades, and participation to identify

students who may need extra support (Luckin et al., 2016).

o Content Recommendation: Suggest resources or exercises based on individual

performance and learning preferences (Luckin et al., 2016).

Importance of Data Quality

o Completeness: Missing data may lead to wrong predictions.

e Accuracy: Errors in grades or logs can affect Al recommendations.

e Bias: Historical inequities in data may be reflected in Al outputs.

e Privacy: Student data must be protected and handled ethically, in line with
regulations like GDPR or FERPA.

Content N° 5.2 — Simple Examples of Algorithms

Algorithms are logical rules or sets of instructions that transform data into decisions or
actions. In everyday life, we can think of algorithms as step-by-step procedures, like a
cooking recipe, that produce a predictable outcome. In Al, algorithms analyze data and
help systems make decisions, identify patterns, or generate recommendations (Russell
& Norvig, 2021). .

In education, algorithms play a key role in personalizing learning, monitoring student
progress, and optimizing teaching strategies. Understanding these examples helps
educators see how Al supports teaching and learning without needing to code (Russell
& Norvig, 2021).

Sub-Content N° 5.2.1 Everyday Algorithm Analogies Applied to Education

e Cooking Recipes — Adaptive Lesson Plans: Just as a recipe guides you to bake

a cake, an algorithm in an adaptive learning platform follows a sequence of rules
to adjust lessons according to a student’s performance. For example, if a student
struggles with fractions, the platform automatically provides extra practice

exercises.
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o Email Filters — Automated Assignment Grading: Email filters detect spam by

identifying patterns in messages. Similarly, Al grading systems can analyze
student essays or quizzes, identifying key concepts, grammar issues, or common

mistakes, and provide feedback.

o Navigation Apps — Learning Path Optimization: Navigation apps calculate the

fastest route using real-time traffic data. In education, algorithms can recommend
the most efficient learning path for each student by analyzing their prior

knowledge, learning speed, and engagement patterns.

Sub-Content 5.2.2 Al-Specific Algorithms in Education

1. Recommendation Algorithms: Suggest resources or exercises based on
student performance. For example, an algorithm may recommend interactive

simulations for students struggling with physics concepts.

2. Predictive Analytics Algorithms: Predict students at risk of underperforming or
dropping out by analyzing attendance, participation, and grades. This allows

timely interventions by teachers or counselors.

3. Pattern Recognition Algorithms: Detect trends in student behavior or
performance. For instance, if a student consistently struggles with certain types
of math problems, the algorithm identifies the pattern and triggers remedial

exercises.

4. Clustering Algorithms: Group students with similar learning styles or difficulties.
Teachers can then tailor group activities or peer learning sessions more

effectively.

Hands-On Simulation Activity

Participants can simulate a simple algorithm using small datasets, such as:
e Student quiz scores over a semester
o Time spent on different learning modules

e Participation in class discussions
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By applying a basic decision rule (e.g., “If average score < 60, provide extra practice”),
learners can observe how algorithms process data, make decisions, and identify

patterns in real time.

(Russell & Norvig, 2021; Luckin et al., 2016; Zawacki-Richter et al., 2019; UNESCO,
2024; Zhang et al., 2023)

Content N° 5.3 — How Machines Learn from Examples (Machine Learning)
Machine learning allows Al systems to adapt and improve through experience.

o Supervised learning: Al learns from labeled examples (e.g., identifying cats in
images).
e Unsupervised learning: Al discovers patterns without labels (e.g., grouping

customers by purchasing behavior).

o Reinforcement learning: Al learns from feedback, optimizing strategies through

trial and error (e.g., self-driving cars).

Hands-on exercises allow learners to simulate Al training, observe error correction,
and understand iterative learning. Discussions emphasize potential challenges,
including overfitting, bias, and the dependence on data quality (Mitchell, 1997;
Goodfellow et al., 2016).

Content N° 5.4 — Everyday Al Applications

Al is integrated into educational environments in ways that often go unnoticed, enhancing

teaching, learning, and administration:

o Predictive text and autocorrect in learning platforms: Al-powered writing tools,

such as Grammarly or Microsoft Editor, assist students by predicting text,
correcting grammar, and suggesting vocabulary improvements. These tools help
learners focus on content creation while improving language skills (Li et al.,
2020).

e Virtual teaching assistants: Al assistants like Jill Watson at Georgia Tech or

chatbots in online learning platforms respond to student queries, provide
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explanations, and guide learners through coursework. These systems support

personalized learning and reduce teacher workload (Goel & Polepeddi, 2016).

o Personalized content recommendations: Learning platforms like Coursera, Khan

Academy, or EdX use algorithms to suggest resources, exercises, or courses
based on student progress, learning pace, and interests, promoting engagement

and better learning outcomes (Chen et al., 2020).

o FEarly warning systems for student performance: Al analyzes attendance,

assignment submissions, quiz scores, and engagement metrics to identify
students at risk of underperforming. Teachers and counselors can then intervene

proactively to provide support (Romero & Ventura, 2010).

o Automated grading and feedback: Al systems evaluate multiple-choice tests,

short answers, and even essays using natural language processing, providing
immediate and objective feedback to students. This frees educators to focus on

higher-order instruction and personalized support (Balfour, 2013).

e Generative Al in learning materials: Tools like ChatGPT or Al image generators

assist in creating study guides, interactive exercises, or visual aids, helping
teachers develop diverse instructional resources quickly while catering to

different learning styles (Holmes et al., 2019).

In all these examples, data, algorithms, and iterative learning combine to produce
outcomes that enhance efficiency, decision-making, and learning experiences.
Participants are encouraged to identify Al in their educational environments and reflect
on both benefits, such as personalized learning and adaptive feedback, and potential
limitations, including bias, data privacy, and over-reliance on Al systems (Luckin et al.,
2016; Zawacki-Richter et al., 2019).
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Module 6 — Using Al Tools in Practice

Summary

This module introduces participants to practical applications of Al tools in professional

and educational contexts. It emphasizes safe, ethical, and effective use, showing how Al

can assist in everyday tasks, teaching, learning, and administrative work. Learners

explore free and accessible Al tools, learn to test and evaluate their outputs, and

integrate Al into workflows or classroom activities. By combining theory with hands-on

exercises, participants gain confidence in leveraging Al technologies to enhance

productivity, creativity, and learning outcomes (Luckin et al., 2016; Holmes et al., 2019).

Objectives

Demonstrate how to access and use various Al tools for education and

professional tasks.

Enable participants to evaluate Al outputs for accuracy, relevance, and ethical

concerns.
Introduce strategies for integrating Al into daily workflows or learning activities.

Encourage reflection on the benefits, limitations, and responsible use of Al in

educational settings.

Time Allocation

Tool demonstrations and hands-on practice: 2h
Guided exercises and classroom activities: 2h
Discussions and evaluation of Al outputs: 1h

Reflection and group projects: 1-2h

General Learning Outcomes

By the end of this module, participants will be able to:
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o Confidently use Al tools to support teaching, learning, and administrative tasks.
o Assess the usefulness, reliability, and limitations of Al-generated outputs.
o Make informed decisions regarding the ethical and responsible use of Al.

e Integrate Al tools into lesson planning, student engagement, or professional

workflows.

Specific Learning Outcomes

Participants should be able to:
o Identify Al tools suitable for educational and professional purposes.
e Apply Al tools to create learning materials, assessments, or workflow solutions.
o Critically evaluate Al outputs for accuracy, bias, and appropriateness.

o Design classroom or workplace activities that leverage Al for enhanced

engagement.

Methodology

This module combines demonstrations, guided practice, and reflective discussion. Short
instructional segments introduce key Al tools, including text generators, image creators,
voice assistants, and data analytics platforms. Participants then engage in hands-on
exercises to apply these tools in education-specific scenarios, such as lesson planning,
content creation, or personalized feedback. Discussions encourage critical evaluation of
Al outputs and exploration of ethical, privacy, and bias-related considerations.
Collaborative activities allow participants to share strategies, test Al outputs with peers,

and reflect on potential improvements.

Assessment

e Practical exercises using Al tools to create educational content or learning

activities.

o Evaluation of Al-generated outputs for relevance, accuracy, and appropriateness.
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e Short report or presentation on integrating Al into a teaching or professional

scenario.

o Reflection logs detailing observations, challenges, and lessons learned from Al

use.

Background

Al tools have become increasingly accessible and versatile, supporting creative,
analytical, and administrative tasks across sectors, including education. Teachers,
students, and administrators are using Al to design personalized learning experiences,
generate instructional materials, and automate routine tasks, reducing workload while
enhancing educational quality (Holmes et al.,, 2019; Luckin et al., 2016). However,
responsible use requires understanding the strengths and limitations of these tools,
including risks of bias, misinformation, and over-reliance on Al outputs. Developing
practical Al literacy empowers educators to make informed decisions, integrate Al
meaningfully, and support student learning outcomes effectively (Zawacki-Richter et al.,
2019).

Content N° 6.1 — Exploring Ready-Made Al Tools

Ready-made Al tools are software applications or platforms that allow users to perform
specific tasks without programming knowledge. These tools often leverage large
datasets, machine learning models, or generative Al to produce outputs such as text,
images, or speech. In education, ready-made tools enable teachers and students to

focus on learning objectives rather than technical implementation (Luckin et al., 2016).

Sub-Content 6.1.1 Examples in Education:

o Text generation tools like ChatGPT or Writesonic can help draft lesson plans,
generate explanations, and create discussion prompts tailored to specific

learning levels (Holmes et al., 2019).

e Image generation tools such as DALL-E or Canva’s Al features allow educators

to create illustrations, infographics, or visual aids for classroom materials.
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o Voice and speech tools like Microsoft Azure Cognitive Services or Descript can
produce narrated content for presentations, audiobooks, or accessibility support
for students with reading difficulties (Li et al., 2020).

e Learning analytics platforms like Edmodo, Moodle, or Squirrel Al analyze student
performance data to provide insights, predict learning outcomes, and recommend

interventions (Romero & Ventura, 2010).

Participants are encouraged to explore these tools hands-on, observing how Al
transforms inputs into useful outputs while noting potential limitations such as errors,

bias, or incomplete responses.

Content N° 6.2 — How to Test and Evaluate Al Tools

Al outputs are not always perfect. Evaluating the quality, relevance, and reliability of Al-
generated content is crucial in educational applications. Participants learn to critically

assess Al outputs by considering:
o Accuracy: Does the Al provide correct, evidence-based information?
e Relevance: Is the output aligned with the educational goal or learning objective?
o Bias and fairness: Does the Al reflect stereotypes or skewed perspectives?
o Clarity and usability: Is the content understandable and actionable for students?
o Ethical considerations: Are privacy, copyright, and consent respected?

Practical Exercise: Participants can prompt an Al tool to generate a lesson plan or quiz
and then evaluate it against curriculum standards. Teachers may check for errors,
omissions, or bias in examples, and students may review content for clarity and

usefulness (Luckin et al., 2016; Holmes et al., 2019).

Regular evaluation ensures that Al tools supplement human expertise rather than

replace critical decision-making.

Content N° 6.3 — Integrating Al into Daily Tasks or Training

Al tools can be effectively integrated into everyday educational workflows to enhance

both teaching and learning processes. Their adoption allows educators to focus more on
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creative and interactive aspects of teaching while Al handles repetitive or data-driven
tasks, improving efficiency and educational outcomes (Luckin et al., 2016; Zawacki-
Richter et al., 2019).

Lesson Planning: Al can assist teachers in developing comprehensive lesson plans by

generating structured outlines, suggesting activity ideas, and proposing differentiated
exercises for learners at varying proficiency levels. For example, an Al-powered platform
could recommend multimedia resources, interactive simulations, or discussion prompts
tailored to the learning objectives and the specific needs of students (Holmes et al.,
2019). This not only saves planning time but also allows educators to adapt lessons

dynamically based on class progress or individual learner feedback.

Assessment Design: Al can support the creation of formative and summative

assessments. Tools can generate quizzes, interactive exercises, and problem sets
tailored to the learning pace and performance level of each student. For instance, Al-
driven adaptive assessment platforms can adjust the difficulty of questions based on
student responses, ensuring that learners are challenged appropriately while receiving
instant feedback (Romero & Ventura, 2010; Li et al., 2020). Such tools also enable

teachers to identify knowledge gaps quickly and provide targeted interventions.

Administrative Tasks: Al can automate several routine administrative activities, including

grading multiple-choice or short-answer tests, tracking attendance, compiling
performance reports, and providing feedback summaries (Balfour, 2013). Automating
these tasks reduces educator workload and allows more time for direct instruction,
mentoring, and one-on-one support. For example, Al can analyze patterns in student
performance data to highlight areas where the majority of the class may be struggling,

prompting timely curriculum adjustments.

Student Engagement: Al enables personalized learning experiences that can increase

motivation and participation. Adaptive learning platforms, gamified exercises, and Al-
driven tutoring systems provide customized learning paths, real-time guidance, and

interactive challenges. These systems can identify students’ interests, learning speed,
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and engagement levels to suggest appropriate resources, helping to maintain attention
and improve outcomes (Luckin et al., 2016; Chen et al., 2020). Virtual teaching
assistants, chatbots, or conversational agents can further support students by answering
routine queries, explaining complex concepts, and encouraging autonomous learning
(Goel & Polepeddi, 2016).

Practical Implementation Project: To illustrate practical integration, participants can

design a small-scale classroom project. For example, they might use Al tools to generate
a set of vocabulary exercises for English language learners, create a visual guide for a
science experiment, or develop an adaptive quiz that adjusts question difficulty based on
student performance. During the project, learners reflect on the usability, accuracy, and
appropriateness of the Al outputs, considering potential challenges, such as over-

reliance on Al suggestions or misalignment with educational objectives.

Ethical Considerations: While integrating Al into daily teaching and learning, educators

must remain vigilant about ethical considerations. Ensuring student data privacy,
maintaining transparency about Al-generated content, and avoiding bias in Al outputs
are critical responsibilities (Luckin et al., 2016; Zawacki-Richter et al., 2019). Teachers
should also encourage critical thinking by prompting students to verify Al suggestions,
fostering a balanced approach that combines human judgment with machine

intelligence.

Content N° 6.4 — Practical Exercises for Learners and Teachers

Hands-on practice is essential for developing Al literacy and building confidence in using
Al tools effectively in educational contexts. Practical exercises allow participants to apply
theoretical knowledge, explore tool functionalities, and reflect critically on outputs,
usability, and ethical implications. By engaging in structured activities, educators and
learners can experience firsthand how Al can enhance teaching, learning, and
administrative tasks while understanding its limitations (Luckin et al., 2016; Holmes et
al., 2019).
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Suggested exercises include:

Simulated classroom scenario: Participants use an Al tool to design a lesson

plan, generate instructional materials, or create feedback reports tailored to
individual learners. For example, educators may use ChatGPT to draft a
differentiated reading comprehension activity or an adaptive mathematics
exercise. The exercise helps learners see how Al can support personalized
instruction while saving preparation time and improving student engagement
(Holmes et al., 2019).

Evaluation challenge: Learners compare outputs from multiple Al tools on the

same task to assess their accuracy, relevance, and pedagogical value. For
instance, they might generate quiz questions using different Al platforms and
evaluate which set aligns better with curriculum goals. This activity develops
critical evaluation skills, helping participants identify potential errors, biases, or
oversights in Al-generated content and emphasizing the need for human
oversight (Luckin et al., 2016; Zawacki-Richter et al., 2019).

Collaboration activity: Teams of educators or students co-create Al-enhanced

instructional content. For example, groups might combine Al-generated visual
aids with teacher-created exercises to design a multimedia lesson on a science
topic. Collaboration promotes peer learning, encourages the sharing of best
practices, and illustrates how Al can complement human expertise rather than
replace it (Luckin et al., 2016; Holmes et al., 2019).

Reflection logs: Participants maintain journals documenting their experiences

with Al tools, including observations about performance, usability, potential
improvements, and ethical considerations such as bias, data privacy, or copyright
issues. Reflection encourages metacognition, helping participants internalize
lessons learned and develop strategies for responsible Al integration in teaching
and learning (Zawacki-Richter et al., 2019; Li et al., 2020).

Through these exercises, participants gain practical experience in using Al safely and

effectively, learning to balance automation with human judgment. The activities also

foster an understanding of the pedagogical, technical, and ethical dimensions of Al in
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education, empowering teachers and learners to make informed decisions about

integrating Al into their professional practice (Luckin et al., 2016; Holmes et al., 2019).
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